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Abstract. Evolvable Hardware (EHW) has been proposed as a new
method for designing systems for real-world applications. This paper
contains a classification of the published work on this topic. Further,
a thorough discussion about the limitations of the present EHW and
possible solutions to these are proposed. EHW has been applied to a
wide range of applications. However, to solve more complex applications,
the evolutionary schemes should be improved.

1 Introduction

Evolvable hardware (EHW) has recently been introduced as a new scheme for
designing systems for real-world applications. It was introduced for about seven
years ago [1] as a new scheme for designing electronic circuits. In this method,
a set of circuits — i.e. circuit representations, are first randomly generated. The
behavior of each circuit is evaluated and the best circuits are combined to gener-
ate new and hopefully better circuits. The evaluation is according to a behavior
initially specified by the user. After a number of generations, the fittest circuit is
to behave according to the initial specification. The most commonly used evolu-
tionary algorithm is genetic algorithm (GA) [2]. The algorithm — which follows
the steps described above, is illustrated in Figure 1.

In GA, each individual circuit is often named chromosome or genotype and
shown by a circled “+” in the figure. A circuit can be represented in several
different ways. For digital circuits however, gate level representation is most
commonly used. That is, the representation contains a description of what kind
of gates are applied and their inter-connections. For FPGA technology, this is
normally equal to a subset of the configuration bit string. The most computa-
tional demanding part of GA is usually the evaluation of each circuit — typically
named fitness computation. This involves inputing data to each circuit and com-
puting the error given by the deviation from the specified correct output.

Randomness is introduced in the selection and thus, not only the fittest
circuits are selected as seen in the figure. However, the probability of a circuit
being selected for breeding decreases with the fitness score. In breeding, the
parameters of the pairwise selected circuits are exchanged to generate — for each
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Fig. 1. The genetic algorithm.

couple, two new offsprings — preferably fitter than the parents. Some of the best
circuits may as well be directly copied into the next generation. Mutations may
also occur and introduce changes in the chromosomes, making them slightly
different from what could be obtained by only combining parent chromosomes.

A number of industrial applications has arrived based on EHW. These are
classified in this paper. The paper further includes a discussion of the properties
of these applications and proposal of possible new directions for EHW applied
to real-world applications. Much work has been undertaken on various topics
related to EHW. Some considers modeling of biological systems without any
specific application in mind — e.g. artificial life research. Such studies are not
considered in this paper.

The next section contains a classification of EHW research based on a given
classification framework. This is followed by a discussion about the limitations
and possibilities in using EHW for real-world applications in Section 3. Conclu-
sions are given in Section 4.



2 A Framework for Classifying EHW

EHW research is rapidly diverging. Thus, to understand the EHW field of re-
search, a classification framework would be beneficial. This is presented be-
low. The many degrees of freedom in EHW could be represented in a multi-
dimensional space. However, here a list format is prefered.

Evolutionary Algorithms (EA). A set of major algorithms exists:
— Genetic Algorithm (GA)
— Genetic Programming (GP)
— Evolutionary Programming (EP)
The major difference between GA and GP is the chromosome representa-
tion. GA organizes the genes in an array, while GP applies a tree of genes.
Both schemes apply both crossover and mutation, while EP — which has no
contraints on the representation, uses mutation only.
Technology (TE). Technology for the target EHW:
— Digital
— Analog
Building Block (BB). The evolution of a hardware circuit is based on con-
necting basic units together. Several levels of complexity in these building
blocks are possible:
— Analog comp. level. E.g. transistors, resistors, inductors and capaci-

tors.
— Gate level E.g. OR and AND gates.
— Function Level E.g. sine generators, adders and multipliers.

Target Hardware (THW). In EHW, the goal is to evolve a circuit. The two
major alternatives for target hardware available today are:

— Commercially available devices. FPGA (Field Programmable Gate
Arrays) are most commonly used. They consist of a number of reconfig-
urable digital gates, which are connected by entering a binary bit string
into the device. This string specifies how the gates are connected. Field-
Programmable Analog Arrays (FPAA) are available as well. They use
the same programming principle as FPGAs, but they consist of recon-
figurable analog components instead of digital gates.

— Custom hardware. ASIC (Application Specific Integrated Circuit) is
a chip fully designed by the user.

Fitness Computation (FC). Degree of fitness computation in hardware:

— Off-line EHW (OFL). The evolution is simulated in software, and
only the elite chromosome is written to the hardware device (sometimes
named extrinsic evolution).

— On-line EHW (ONL). The hardware device gets configured for each

chromosome for each generation (sometimes named intrinsic evolution).



Evolution (EV). Degree of evolution undertaken in hardware:

— Off-chip evolution. The evolutionary algorithm is performed on a sep-
arate processor.

— On-chip evolution. The evolutionary algorithm is performed on a sep-
arate processor incorporated into the chip containing the target EHW.

— Complete HW evolution. The evolutionary algorithm is implemented
in special hardware — i.e. not running on an processor.

Scope (SC). The scope of evolution:

— Static evolution. The evolution is finished before the circuit is put into
normal operation. No evolution is applied during normal operation. The
evolution is used as a circuit optimizing tool.

— Dynamic evolution. Evolution is undertaken while the circuit is in
operation and this makes the circuit online adaptable.

Application EA|TE| BB THW | FC EV |SC
Adaptive Equalizer [3] GA| D | Neuron |Custom|ONL| On-chip | S
Ampl. and Filter Design [4] |GA| A |T/R/L/C|Custom|OFL| Off-chip | S
Analog Circuit Synthesis [5]|GP| A | R/L/C |Custom|OFL| Off-chip | S
Character Recognition [6] |GA| D | Gate |Comm.|OFL| Off-chip | S
Clock Adjustment [7] GA| D | Gate |Custom|ONL| Off-chip | S
Digital Filter Design (8] GA| D | Gate - |OFL| Off-chip | S
IF Filter Tuning [9] GA| A | Filter |Custom|ONL| Off-chip | S
Image Compression [10] GA| D | Pixel |Custom|OFL| On-chip | D
Multi-spect. Image Rec. [11]|GA| D | Function | Comm. |OFL| Off-chip | S
Number Recognition [12] [GA| D | Gate |Comm.|OFL| Off-chip | S
Prosthetic Hand [13] GA| D | Gate |Custom|ONL|Complete| S
Robot Control [14] GA| D | Gate |Comm.|ONL|Complete| D
Robot Control [15] GA| D | Gate |Comm.|ONL| Off-chip | S

D S

Sonar Classification [16] GA Gate |Comm. |OFL| Off-chip
Table 1. Characteristics of EHW applied to real-world applications.

Table 1 summarizes the characteristics of the published work on EHW applied
to real-world applications. A major part of them are based on digital gate level
technology using GA as the evolutionary algorithm. However, promising results
are given for analog designs, where evolution is used to find optimal parame-
ters for analog components. The applicability of analog technology is further
discussed in Section 3.2. About half of the experiments are based on custom
hardware — or simulation of such. It is more common to undertake the fitness
evaluation on-chip (ONL) compared to the evolution (On-chip/Complete). This
is reasonable, since the fitness evaluation is — as mentioned earlier, the most
computational demanding part of the evolution. Many topics are relevant when
discussing the EHW applicability. Several of these topics are discussed in the
next section.



3 EHW used in System Design

This section presents some of the limitations of EHW as they may be important
to explain why EHW is not widely used today. Further, possible promising ways
of applying EHW and evolutionary schemes are proposed.

3.1 Application of Evolvable Hardware

There are many real-world applications. Many of them may be solved without
EHW. Thus, one would like to analyze what properties of applications make
them of interest to apply EHW. That is, what a given application requires of an
implemented system.

First, the scope of evolution should be determined. It must be decided if it is
required that the system is online adaptable during execution or not. To make an
online adaptable system, dynamic evolution should be applied. So far, only a few
examples exist of dynamic evolution [10, 14]. Dynamic evolution provides a new
scheme for designing systems adaptable to changes in the environment as well
repairing failures in the system itself. The adaptability feature of EHW would
probably be more exploited in future systems, since this feature is normally
not found in traditional hardware systems. If the architecture of the system is
not changing during normal operation, static evolution is used. This may still be
interesting if the evolved circuit is performing better than a traditionally designed
device. So far, only a few applications [16] using digital designed systems have
arrived where this has been proved. However, Koza has given many successful
examples of analog electric circuit synthesis by genetic programming [5]. Another
example is tuning of analog filter circuits [9].

Second, if digital technology is to be used, it must be determined if there
are real-time performance constraints in the application. That is, if fast — spe-
cially designed, hardware is required to run the application. If there are no such
constraints, computer simulations would be a better choice. However, special de-
mands like cost, circuit size, power consumption or reliability could still require
special hardware. E.g for high volume products, the cost could be reduced by
using evolvable hardware compared to computer simulations on COTS! hard-
ware. There are some successful examples showing the benefit of using EHW in
real-time systems. This include image compression [10] and an artificial hand
controller [17]. Both these are based on custom hardware.

To summarize, the directions for promising use of evolvable hardware could
be when applied in online adaptable systems requiring special hardware im-
plementations to run the application successfully. E.g. the embedded systems
market is large and would probably benefit from such a technology. Further, for
applications where an evolved circuit performs better than a traditionally de-
signed system — in the most important fitness issues, should as well be successful.
The important issue is that hardware development in general is more time con-
suming and expensive than software development. Thus, when implementing an
application in special hardware, there should be something to gain from it.

! Commercial Off The Shelf.



3.2 Evolvable Hardware Technology

One of the device families used as EHW are the Field Programmable Gate
Arrays (FPGAs). Many of the limitations of applying such devices as EHW
were resolved by the introduction of the Xilinx XC6200 devices. Whereas the
configuration bit string coding is normally kept secret by the manufacturer, this
is freely available information for the XC6200. Unfortunately, Xilinx has decided
to end the production of these devices.

One area within EHW research is analog design [18]. As the world is analog
in nature there would always be a need for interfacing the analog environment.
However, in contrast to digital design, most of the analog circuits are still hand-
crafted by the experts of analog design [19]. Unfortunately, the number of people
with knowledge about analog design has diminished as the vast field of digital
design and computer science has appeared. Thus, EHW could be a means for
making analog design more accessible. A few years ago there arrived several
Field-Programmable Analog Arrays (FPAA). Experiments with online fitness
evaluation in these kinds of devices have been undertaken [20,21]. The simple
initial experiments are promising. However, the limited precision of the devices
leads to noise that could limit the design of large or high-precision systems. The
problem would be how to make such a system behave deterministically. More
details about FPGAs and FPAAs applied as EHW are given in [18].

Lack of commercial hardware that can be applied as EHW may explain why
as much as half of the works presented in Table 1 is based on custom hardware.

3.3 EHW as a Digital Design Tool

Digital design is an area where software tools move in the direction of providing
the designer a high level input interface. The input is usually either schematic
drawings and /or hardware description language code. The software performs the
automatic synthesis down to the target hardware. The optimization ability of
evolutionary schemes could prove to be valuable in design development tools
offering input at a higher level than today. The evolutionary method should
provide the following features:

1. The development time of a digital system is reduced. One would have to
specify the input/output-relations rather than designing the explicit circuit.
However, the problem is how to be able to cover every possible input/output
relation rather than using an explicit HDL or schematic specification.

2. More complex systems can be designed. So far only small and simple cir-
cuits have been evolved. However, as new design schemes — like incremental
evolution, are developed it should be possible to evolve complex circuits and
systems [22].

In normal digital design, one would normally design the system for every
possible combination of the inputs. However, for more complex systems, this is a
near impossible task. To prove that a circuit is working correctly one would have
to simulate every possible combination of the inputs. If this is an unobtainable



task, one would at least try to review the design to be convinced that the design
will not fail at any event. Reviewing an evolved complex system is not an easy
task. Moreover, experiments have shown that evolving a circuit by using a limited
number of rows in a truth table is extremely difficult [23].

These issues seem to be a bottleneck for applying evolutionary design meth-
ods as a substitute to manual digital design techniques. These are today based
on using complex system designing tools offering the designer macro blocks,
which maps effectively onto the target hardware. Few experimental results in-
dicate that evolutionary techniques will outperform traditional digital design in
the near future. To make EHW more applicable, the EHW could probably bene-
fit from using macro blocks more complex than those that already have been
applied in function level evolution.

3.4 Noise Robustness and Generalization

The gate level version of EHW is basically applying two-level signals. In com-
parison to neural network modeling using 32-bit floating point values, digital
EHW could not normally provide the same noise robustness and generalization
[6]. To improve the representation ability of EHW, each signal could be coded by
a variable number of bits - using multi-valued logic [24]. This is applied in [13,
16]. If the input patterns to the system are in digital format, it would probably
be interesting to investigate an architecture where an increased number of bits
is used towards the output of the system. That is, the number of bits used for
representation signals in each layer increases from input to output. This would
correspond to providing more accuracy for the higher levels of the system. De-
tecting the values of a small number of pixels in a picture could be undertaken
with a coarse accuracy compared to detecting larger objects in an image. Another
option to improve the signal coding is to include time in the coding approach.
That is, to attain the value of a signal, it must be observed for a certain time.

3.5 Evolving Complex Systems

The work described in Section 2 is mainly based on circuits with a limited
number of building blocks. Thus, the applications have limited complexity. To
solve more complex applications, the limitation in the chromosome string length
must be solved [25,26]. A long string is required for representing a complex
system. However, a larger number of evolutionary generations are required as
the string increases. Thus, work has been undertaken to try to diminish this
limitation. There are several ways of solving this problem:

Dividing the GA.

— Compressing the chromosome string.

— Increasing the building block complexity.
Dividing the application.

Various experiments on dividing the GA computation and use parallel pro-
cessing have been undertaken [27]. The schemes involve fitness computation in



parallel or a partitioned population evolved in parallel. This approach requires
that GA finds a solution if it is allowed to compute enough generations. When
small applications require weeks of evolution time, there would probably be strict
limitations on the systems evolvable even by parallel GA.

One approach to compressing the chromosome string is by using variable
length chromosome [12]. Increased building block complexity is e.g. by using
higher level functions as building blocks instead of gates. This has been called
function level evolution. Most work is based on using fixed functions as building
blocks. Results from experiments using this approach are found in [28].

Dividing the application is based on the principle of divide-and-conquer. It
was proposed for EHW as a way of incremental evolution of the application [22].
The scheme is called increased complexity evolution, since a system is evolved
by evolving smaller sub-systems. Increased building block complexity is also a
part of this approach, where the building blocks are becoming more complex as
the system complexity increases. Experiments show that the number of gener-
ations required for evolution by the new method can be substantially reduced
compared to evolving a system directly in one operations [6]. Considerable future
work on this topic is anticipated [29]. The result of this will probably show the
applicability of EHW to complex real-world applications.

3.6 The Future of EHW

Several applications have arrived based on EHW. This is both in digital and
analog target technology. There seem to be two major directions for the future:
First, evolution can be applied to tune the parameters of a circuit. Second, the
evolution can be applied to make online adaptable real-time systems. However,
the evolutionary schemes would have to be improved to overcome the limitations
described in this paper. It seems like evolution will be introduced as a substitute
to traditional analog design earlier than it is applied in traditional digital design.

4 Conclusions

This paper has contained a study of the characteristics of EHW applied to real-
world applications. Further, limitations and possibilities of the EHW approach
have been discussed. There seems to be a number of applications using analog
target hardware. For the digital based applications, only small systems have been
evolvable. The major reason for this seems to be the lack of schemes for evolving
complex digital systems. This will be an important future research issue.
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